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à la carte : an approach to extreme-scale simulation of novel architectures

GOALS

APPROACH ANALYSIS

Scientific visualization techniques are used to analyze output as well as debug the simulations.  We
can study network behavior/performance and the communication patterns and network usage of
applications.  Our visualization approaches include direct representations of the architecture as well as
innovative abstractions of the architecture and dynamics of the system (see figures below).

Problem:  The magnitude of the scientific
computations targeted by the ASCI project
requires as-yet unavailable computational
power.  Current approaches to building
larger  supercompu te rs—connec t ing
commerc ia l ly -avai lab le SMPs wi th a
network—may be reaching practical limits.

I n  r e s p o n s e ,  t h e  D O E  A d v a n c e d
Architecture Initiative seeks to research
alternative high-performance computing
architectures.

The à la carte project aims to develop a
simulation-based analysis tool for evaluating
massively-parallel computing platforms
including current and future ASCI-scale
systems.  Such a tool will provide a means
to analyze and optimize the current systems
and applications as well as influence the
design and development of next-generation
high-performance computers.
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The initial prototype (see
figure at right), comprising
low-f ide l i ty  models o f
workload and network,
models a t  l eas t  4096
computational nodes in a
fat-tree network.   Th is
prototype supports studies
of simulation performance
and scaling rather than
the  p roper t i es  of  t h e
s i m u l a t e d  s y s t e m s
themselves.

Applications and computational workloads may be
represented at a variety of fidelities.  Each approach
below addresses tradeoffs between the accuracy of the
model and the computing resources required for the
model.
� Simple random processes can load the hardware with
message traffic having specified statistical properties.
These match the distribution of messages in a real
application and can include temporal and spat ia l
correlations between messages.  They ignore some of the
data dependencies, however.
� Direct-execution techniques (see figure at right) allow
one to run programs nearly exactly on real processors
coupled to a simulated network.  These are faithful to the
actual timing of an application on a processor, but may be
very computationally intensive or slow.
� From time series of fine-grained simulations we will use
learning algorithms to construct reduced models of the full
system dynamics.  This involves regression techniques
like neural networks or dimension reduction methods such
as the Karhunen-Loeve expansion.

ID Action Type Time Source Target Orig Dest Seq Pack Size
15 PacketSent OpenCircuit 181076 2001 8442 2000 3056 1 0 0
129 PacketReceived Data 87397 9466 10482 2008 7298 2 20 292
150 PacketReceived AckCircuit 70540 14262 12726 2010 3294 -1 0 0
172 PacketReceived Data 39336 8443 9464 2010 6808 1 26 320
277 PacketReceived OpenCircuit 75315 12429 13709 2012 7544 2 0 0
315 PacketSent Data 120315 11486 12382 2014 444 4 18 320
331 PacketSent Data 40269 10487 11463 2016 4144 1 1 320
338 PacketSent Data 55261 9471 10487 2016 4144 1 16 320
363 PacketSent AckCircuit 8883 12316 14108 2018 3866 -1 0 0
409 PacketSent Data 100948 10518 9498 2018 2270 3 8 320
417 PacketSent Data 41821 9137 7561 200 7560 1 11 320
515 PacketReceived AckCircuit 96468 9823 8799 2020 4860 -2 0 0
591 PacketSent CloseCircuit 115896 2027 8445 2026 7896 1 0 0
609 PacketReceived Data 102933 11471 12495 2026 7896 1 6 320
616 PacketSent AckCircuit 57802 8445 9471 2028 5194 -2 0 0
650 PacketReceived Data 42308 11503 12335 2030 6120 1 36 320
710 PacketReceived OpenCircuit 171935 8574 3057 2030 3056 5 0 0
762 PacketReceived Data 45666 13947 12923 2034 4798 2 4 245
830 PacketReceived OpenCircuit 134233 8963 6169 2034 6168 6 0 0
839 PacketSent Data 181524 2035 8446 2034 6754 7 3 320
868 PacketReceived Data 48187 11497 12457 2036 3456 1 14 320
880 PacketSent Data 42195 13993 12713 2036 3456 1 8 320
894 PacketSent CloseCircuit 135502 2037 8446 2036 7936 3 0 0
917 PacketSent Data 111507 8446 9470 2036 7936 3 28 320
981 PacketSent Data 172704 8446 9469 2036 3758 4 36 320
1034 PacketReceived Data 56258 2039 8446 2038 5836 3 4 190
1101 PacketSent Data 65795 8447 9470 2040 1682 1 35 320
1178 PacketSent AckCircuit 79628 12276 11220 2042 7932 -2 0 0
1315 PacketSent Data 63796 12726 13494 2052 1806 2 28 320
1377 MessageReceived 27901 2054 2055 2054 5726 4 0 80
1487 PacketSent Data 69338 8217 9241 204 5784 1 3 320
1641 PacketReceived Data 57390 9007 6523 2066 6522 1 7 320
1649 PacketSent Data 51044 12840 12008 2068 5634 1 1 320
1658 PacketReceived AckCircuit 110090 11599 10591 2068 2712 -4 0 0
1693 PacketSent Data 100833 12719 13487 2070 4746 1 38 320
1769 PacketReceived CloseCircuit 97396 14284 13260 2076 6874 3 0 0
1870 PacketSent Data 103160 10898 9886 2078 5358 5 5 320
1895 PacketReceived OpenCircuit 92470 11276 12364 206 7354 2 0 0
1920 PacketSent Data 100673 13132 12172 206 7354 2 7 320
2078 PacketSent Data 66472 11211 10183 2082 7742 2 15 320
2139 PacketSent Data 94500 9479 10503 2084 3768 2 41 320
2149 PacketSent Data 103524 12615 11719 2084 3768 2 50 320
2370 PacketSent Data 103322 12362 11274 2094 286 2 12 320
2423 MessageSent Null 84826 2096 2097 2096 1396 1 0 6691
2489 PacketReceived OpenCircuit 97299 9479 10507 2100 738 4 0 0
2566 PacketReceived Data 95053 2103 8454 2102 4134 3 3 320
2646 PacketSent Data 185709 2105 8455 2104 2034 3 8 320
2678 PacketReceived Data 52805 14306 13026 2106 5148 1 15 320
2688 PacketReceived Data 41781 10498 11554 2106 5148 1 4 320
2724 PacketReceived Data 24013 10502 11558 2108 4260 1 1 320
2855 PacketSent OpenCircuit 54005 8456 9482 2112 5486 2 0 0
2975 PacketReceived OpenCircuit 128028 10700 9676 2118 3710 3 0 0
3012 PacketSent Data 171324 12656 11632 2118 2706 4 22 320
3018 PacketSent Data 177356 8530 2707 2118 2706 4 28 320
3027 PacketReceived Data 185324 11568 12656 2118 2706 4 36 320
3140 PacketReceived Data 122968 8218 9243 210 1162 3 18 320
3189 PacketReceived Data 102631 10496 11520 2124 6222 2 1 320
3195 PacketSent Data 116679 9992 8969 2124 6222 2 15 320
3233 PacketReceived Data 15036 10796 9772 2126 4460 1 5 320
3281 PacketReceived Data 139464 9499 8473 2126 2248 2 46 320
3366 PacketSent Data 31654 9330 8305 2134 908 1 1 320
3439 PacketReceived Data 75974 9480 10500 2136 20 1 23 262
3454 PacketReceived Data 111301 9483 10503 2136 6958 2 13 320
3474 PacketReceived Data 129373 9061 6959 2136 6958 2 31 320
3543 PacketReceived Data 85491 10503 11559 2142 5550 1 10 320
3627 PacketSent Data 88247 13183 12159 2146 7062 3 7 320

Our simulation provides complete detail concerning the history of
messages and the propagation of packets through the simulated
network (see figure at left).  Data summaries supply information on
queue sizes, throughputs, port usage, timeouts, path lengths, and
communication patterns.  Output is configurable in terms of when
data is collected and what is collected.  We are currently running
simulations of a 4096-node fat-tree containing 6144 switches using
a basic circuit-switched protocol and simple random process to
generate messages (see figures below).
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ABSTRACT
Better hardware design and lower development costs involve performance evaluation, analysis, and
modeling of parallel applications and architectures, and in particular predictive capability.  We outline
an approach to simulating computing architectures applicable to extreme-scale systems (thousands of
processors) and to advanced, novel architectural configurations.  Our component-based design allows
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fo r  t he  seamless  assemb ly  o f  a rch i t ec tu res  f rom
representations of workload, processor, network interface,
switches, etc., with disparate and variable resolutions into an
integrated simulation model.  Our initial prototype, comprising
low-fidelity models of workload and network, easily scales to
many thousands of computational nodes in a fat-tree network.

Our component-based design (see figure at left) allows for the seamless assembly
of architectures from representations of workloads, processors, network interfaces,
switches, etc., with disparate resolutions, into an integrated simulation model.  One
can mix and match components of different fidelities to construct a model with the
appropriate level of detail for a particular study.  We are focusing on the
development of a simulation capability that scales to tens of thousands of
processors and that can execute on a wide variety of computing platforms.

Simulating systems of the size and complexity we envision requires efficient
parallel simulation.  We use a portable, conservative synchronization engine
(DaSSF), developed by Dartmouth College, for the handling of discrete events.
DaSSF manages the synchronization, scheduling, and delivery of events in the
simulation; it has a lean C++ API and supports both shared-memory and
distributed-memory parallelism.  We use Domain Modeling Language (DML) to
specify the architecture and workload to be simulated.  DML allows one to easily
construct libraries of reusable component specifications.
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We can l ink  a  d i rec t l y -execu t ing
application to a replacement MPI library
that forwards messages to other nodes
of the application via a simu la ted
network.

Ongoing work in our iterative development approach aims to improve the fidelity
of the representations and protocols.  Future work will emphasize validation, the
representation of I/O and storage, and wide-area networking.
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